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1 Executive	summary	

The	SafeCloud	framework	has	three	layers,	as	depicted	in	Figure	1	presents	the	secure	
communication	technology	that	ensures	that	parties	can	form	secure	channels	that	are	
even	 harder	 to	 eavesdrop	 or	 block;	 SafeCloud	 secure	 storage	 technologies	 go	 beyond	
encryption	 and	 offer	 protection	 against	 deletion	 and	 destruction;	 SafeCloud	 secure	
query	 technology	 extends	 cryptographic	 protection	 from	 database	 storage	 to	 data	
processing.	 An	 ICT	 system	 developer	 can	 combine	 solutions	 from	 the	 three	 layers	 to	
provide	beyond-state-of-the-art	protection	for	personal	data	or	business	secrets.	

	

Figure	1:The	SafeCloud	framework	

The	 objective	 of	 work	 package	 3	 (WP3)	 is	 centred	 on	 the	 practical	 and	 theoretical	
investigation	of	mechanisms	for	data	distribution	and	processing,	 in	a	way	that	allows	
for	security	assurances	to	be	provided	whilst	maintaining	computation	capabilities.	It	is,	
therefore,	focused	on	the	secure	query	or	secure	processing	layer	(bottom	of	the	table).	

This	deliverable	(D3.1)	is	the	first	of	WP3,	to	be	delivered	on	month	6.	We	describe	the	
general	architecture	and	three	different	solutions	for	protecting	private	data	during	SQL	
query	execution.	The	three	solutions	provide	varying	levels	of	security	and	performance.	
For	example,	solutions	1	and	2	can	achieve	higher	performance	levels,	but	assume	that	
the	query	source	can	be	trusted	with	all	the	data.	However,	solution	3	no	longer	assumes	
the	 query	 source	 can	 be	 trusted	 and	 uses	 a	 stronger	 encryption	 scheme.	 This	 last	
solution	 is	 thus	 very	 suitable	 for	 securely	 processing	 data	 collected	 from	 multiple	
sources.	

This	 document	 is	 structured	 as	 follows.	 Section	 2	 will	 describe	 the	 high	 level	
architecture	 that	 is	 common	 to	 the	 three	 solutions	proposed	 in	 this	WP.	 Sections	3,	 4	
and	 5	 match	 solutions	 1,	 2	 and	 3	 respectively,	 detailing	 what	 are	 the	 proposed	
approaches,	the	associated	motivation,	and	how	they	fit	the	general	architecture.	Finally,	
Section	5	concludes	the	deliverable	with	a	general	overview	of	its	contents.	
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The	 secure	 processing	 layer	 of	 SafeCloud	 is	 focused	 in	 investigating,	 evaluating	 and	
implementing	 solutions	 that	 provide	 adequate	 trade-offs	 between	 performance	 and	
security	levels,	leveraging	trust	models	and	computational	capacities	required	from	the	
trusted	and	untrusted	deployments.	However,	 real-world	scenarios	and	 their	practical	
deployments	 can	widely	 vary,	 so	 it	 is	 highly	 unlikely	 to	 expect	 a	 single	 solution	 to	 fit	
every	particular	case.	With	that	in	mind,	alternatively	to	what	could	be	achieved	with	a	
single	 and	more	 focused	 approach,	we	propose	 three	 solutions	 for	privacy-preserving	
storage	 that	 are	 suited	 for	 applications	 with	 distinct	 security	 and	 performance	
requirements.	This	decision	allows	extending	the	practicability	and	applicability	of		the	
secure	 processing	 layer.	 The	 compromises	 in	 designing	 our	 proposed	 solutions	 are	
depicted	in	Figure	2.		

	

Figure	2:	SafeCloud	solution	range	and	trade-offs	

	

The	first	solution	describes	a	simple	cloud	setting,	in	which	clients	have	access	to	a	local	
secure	 SQL	 engine,	 and	want	 to	 outsource	 data	 storage	 and	 computation	 to	 a	 remote	
NoSQL	engine.		When	this	deployment	is	considered	to	be	untrusted	(as	is	the	case	when	
the	one	holding	the	data	is	responsible	for	handling	sensitive	information),	the	issue	of	
security	and	privacy	should	be	taken	into	consideration	for	protocol	development,	while	
still	ensuring	that	the	solution	remains	practical	and	applicable	in	real	world	scenarios.	
For	 instance,	 the	choice	of	using	standard	cryptographic	 techniques	on	all	data	allows	
for	 achieving	 reasonably	 strong	 security	 guarantees,	 however	 it	 disables	 computation	
over	the	data,	which	in	many	cases	defeats	the	purpose	of	employing	a	cloud	provider.	
As	such,	our	solution	proposes	 the	usage	of	different	 techniques	 for	different	 levels	of	
data	 sensitivity,	 aiming	 to	 provide	 “good	 enough”	 security	 assurances	 while	 enabling	
efficient	computation	over	stored	data.	

The	second	solution	aims	to	leverage	multiple	untrusted	non-colluding	cloud	providers	
to	enhance	security	guarantees	without	losing	computational	functionalities.	It	assumes	
the	 same	 client	 with	 a	 secure	 SQL	 engine,	 but	 now	 it	 communicates	 with	 several	
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untrusted	NoSQL	cloud	providers.	By	employing	cryptographic	techniques	that	rely	on	
distributing	information	over	these	non-colluding	entities,	state-of-the-art	protocols	for	
multi-party	 computation	 can	 enable	 secure	 function	 execution	 over	 data	 that	 is	 kept	
confidential	from	every	individual	cloud	provider.	The	performance	values	are	expected	
to	be	lower	than	the	ones	from	the	previous	approach,	however	this	setting	allows	for	
computation	over	data	that	is	kept	information-theoretically	secure	at	all	times.	

The	 third	 and	 final	 solution	 is	 different	 from	 the	 previous	 ones	 in	 two	major	 points.	
First,	it	reduces	the	computational	power	required	from	the	client,	by	allowing	the	SQL	
engine	to	be	run	in	the	untrusted	environment.	Second,	it	allows	for	multiple	clients	to	
process	over	the	stored	data	without	assuming	that	all	of	them	are	trusted	(i.e.	that	they	
trust	each	other).		The	latter	opens	the	possibility	for	several	users	with	sensitive	data	to	
jointly	store	data	with	security	guarantees,	while	allowing	computations	(such	as	data	
analytics)	 to	be	executed	over	 the	 collected	 information.	This	 is	particularly	 impactful	
for	clients	such	as	hospitals	and	governmental	institutions,	which	manage	large	amounts	
sensitive	data	but	also	would	highly	benefit	from	joint	statistical	analysis	over	it.	 	



	 WP3	–	Privacy	preserving	storage	and	computation	architecture	 10	

2 General	architecture	for	privacy-preserving		computation			

Cloud	 Computing	 has	 become	 a	 key	 paradigm	 for	 application	 and	 service	
deployment.	Companies	benefit	 from	 the	pay-as-you-go	model	 and	avoid	high	upfront	
costs	with	IT	infrastructures.	The	move	to	the	cloud	paradigm	also	targets	performance,	
since	 the	 cloud	 resources	 can	adapt	and	 scale	according	 to	 the	demand.	 Such	benefits	
come	at	 the	expense	of	 the	 company’s	 control	over	 the	 infrastructure	and	 require	 the	
company	to	trust	on	a	third	party	-	a	cloud	provider	-	with	the	company’s	software	stack	
and	data.	Therefore,	 taking	 advantage	of	 cloud	 capabilities	 is	 non-trivial	 as	 this	 raises	
several	 security	 and	 privacy	 concerns,	 as	 well	 as	 architectural	 challenges	 [AFG+10,	
MSL+11].		

The	 lack	 of	 secure	 and	 private	 solutions	 for	 data	 storage	 and	 computation	 in	
current	cloud	environments	demands	different	deployment	compromises,	which	in	turn	
lead	to	suboptimal	systems.	 In	particular,	even	if	companies	can	largely	benefit	 from	a	
move	to	cloud	services,	they	avoid	doing	so	due	to	security	concerns	[DROPBOX12].		As	
a	consequence,	 the	solution	 is	 to	continue	relying	on-premises’	 infrastructures	 to	hold	
the	most	critical	parts	of	the	company’s	system.	The	resulting	system,	therefore,	consists	
of	 a	 hybrid	 infrastructure	 composed	 by	 on-premises	 storage	 and	 computation	 and	 by	
offloaded	 storage	 and	 computing	 capabilities	 to	 the	 cloud.	 Considering	 this	 setting,	
different	 compromises	 can	 be	 obtained	 according	 to	 the	 amount	 of	 offloaded	
responsibilities,	which	are	related	to	the	trust	level	each	company	attributes	to	the	cloud	
provider.			

In	 this	 section,	 we	 present	 a	 general	 architecture	 for	 SafeCloud	 solutions	 to	
privacy-preserving	 storage	 and	 computation1.	 Heavily	 rooted	 in	 the	 cloud	 computing	
paradigm,	such	architecture	comprises	a	set	of	comprehensive	solutions	to	private	and	
secure	 data	 storage	 and	 computation	 considering	 the	 project	 use	 cases.	 Each	 solution	
offers	 practical	 trade-offs	 between	 performance	 and	 security	 as	 well	 as	 between	
processing	power	and	infrastructure	trustworthiness.		

We	begin	by	describing	the	assumptions	considered	in	the	design	of	SafeCloud’s	
privacy-preserving	 processing	 solutions	 by	 presenting	 the	 planned	 deployment	
scenario.	We	proceed	presenting	the	general	architecture	that	abstracts	each	one	of	the	
different	solutions	and	covers	their	key	components.	Finally,	each	SafeCloud	solution	is	
presented	detailing	the	security	and	trust	models	it	considers,	and	a	representative	use	
case	of	its	applicability.	

2.1 Deployment	Scenario	

Traditionally,	companies	and	organisations	internally	develop	and	maintain	their	
IT	 infrastructure	 to	 support	 their	 activities.	 Such	 practice	 has,	 often,	 very	 high	 costs	
associated	to	the	infrastructure	itself	as	well	as	deriving	from	problems	such	as	resource	
over-provisioning	or	under-provisioning.		More	recently,	the	cloud	computing	paradigm	
changed	how	applications	are	being	deployed	and	how	IT	infrastructures	are	managed.	

																																																								
1 Data computation will also be referred as data processing in this document. In the context of SafeCloud, data 
computation or processing is related to the knowledge that can be obtained from processing a given set of data. 
In particular, this encompasses data aggregation, data filtering and data analytics to mention a few. 
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The	core	idea	of	this	new	paradigm	is	to	leverage	large	infrastructure	deployments	in	a	
pay-as-you-go	model	where	clients	can	dynamically	allocate	and	release	resources	from	
such	deployments	and	pay	only	for	what	they	use.	A	direct	consequence	of	this	model	is	
that,	 now,	 a	 company	 can	 have	 access	 to	 large	 infrastructures	 and	 set-up	 large	
deployments	without	incurring	in	significant	up-front	costs	[AFG+10].		

Modern	application	and	service	deployments	can	fall	into	one	of	three	categories.	
The	first	one	includes	in-house	deployments	where	everything	from	IT	infrastructure	to	
software	 is	 designed,	 developed,	 and	maintained	within	 the	 company	 or	 organization	
facilities.	The	second	one	is	the	opposite	situation	where	everything	is	handed	over	to	a	
cloud	or	a	group	of	cloud	providers	and	the	organization	or	company	simply	manages	its	
infrastructure	remotely.	The	third	category	includes	any	compromise	between	the	two	
previous	 ones.	 This	 last	 category	 comprehends,	 for	 instance,	 situations	where	 critical	
services	are	kept	on	premises	and	complementary	services	are	deployed	in	the	cloud	for	
economical	benefits.	

Considering	 the	 third	 category	 of	 services,	 different	 trade-offs	 are	 possible	
between	what	to	deploy	on	premises	and	on	the	cloud.	These	are	security	trade-offs	but	
also	 performance	 trade-offs.	 For	 instance,	 if	 the	 necessary	 computational	 and	 storage	
resources	 exist	 on	 premises,	 doing	 all	 the	 computation	 there	 may	 result	 in	 better	
performance	due	 to	 the	 fact	 that	 security	mechanisms	benefit	 from	having	a	powerful	
trusted	environment,	and	do	not	have	a	heavy	impact	over	the	processing	mechanisms	
themselves.	 On	 the	 other	 hand,	 the	 cloud	 computing	model	 can	 be	more	 attractive	 in	
terms	 of	 cost	 since	 the	 pay-as-you-go	 model	 allows	 the	 allocation	 of	 computational	
resources	 only	 when	 they	 are	 required	 and,	 for	 large-scale	 applications,	 the	 cloud’s	
elasticity	characteristics	make	it	an	ideal	choice.			

However,	 offloading	 data	 storage	 and	 processing	 to	 an	 untrusted	 environment	
while	 keeping	data	private,	 requires	 complex	 security	mechanisms	 that	may	 lead	 to	 a	
decrease	in	applications	performance	[CK08].	

Figure	3	depicts	an	overview	of	such	a	deployment.	Typically,	a	proxy	is	required	
to	integrate	both	the	local	and	the	remote	deployments.	This	proxy	is	still	considered	to	
be	located	on	premises.	
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Figure	3:	Deployment	scenario	

Given	 the	 distinct	 advantages	 of	 deploying	 applications	 in	 an	 on	 premises	
infrastructure	and	on	a	cloud	infrastructure,	in	SafeCloud	we	assume	the	following	trust	
considerations.	 The	 on	 premises	 infrastructure	 is	 assumed	 to	 be	 completely	 trusted,	
which	implies	that	it	is	allowed	to	receive,	handle	and	process	sensitive	data	in	the	clear	
(this	does	not	mean	that	it	cannot	be	attacked	or	have	malicious	insiders,	only	that	these	
are	not	the	problems	SafeCloud	aims	to	solve).	On	the	other	hand,	cloud	providers	are	
not	 allowed	 to	 deviate	 from	 the	 system’s	 specified	 behavior,	 but	 may	 attempt	 to	
compute	over	 collected	data	 to	ascertain	additional	 information.	This	assumption	 that	
cloud	 providers	 can	 compromise	 the	 privacy	 of	 data	 stored	 and	 computed	 at	 their	
infrastructures	is	a	core	concern	of	the	SafeCloud	project	and	of	this	work	package.	As	a	
consequence,	 data	 processing	 on	 premises	 can	 be	 done	 over	 in	 the	 clear	 data	 and	
without	access	restrictions.	In	the	cloud,	however,	sensitive	data	needs	to	be	protected	
and	processing	may	be	impaired	in	order	to	achieve	such	protection.			

As	 an	 example,	 take	 a	 clinical	 analysis	 laboratory	 that	 processes	 and	 stores	
sensible	data	 from	patients,	and	where	an	on	premises	cluster	 infrastructure,	with	the	
necessary	security	mechanisms	to	be	safe	against	external	attackers,	 is	available.	If	the	
number	 of	 patients	 is	 very	 large	 or	 grows	 significantly,	 and	 the	 on	 premises	 cluster	
storage	and	processing	capabilities	are	no	 longer	sufficient,	 it	may	be	desirable	 to	off-
load	 the	 data	 and	 some	 of	 the	 processing	 capabilities	 to	 a	 third-party	 infrastructure,	
such	as	 a	 cloud	 infrastructure.	However,	 this	 infrastructure	 is	no	 longer	 controlled	by	
the	 applications	 and	 data	 rightful	 owners,	 which	 may	 lead	 to	 security	 breaches	 and	
undesired	 information	disclosure.	These	 concerns	were	very	 recently	 confirmed	 to	be	
well	 justified	after	the	recent	media	hype	surrounding	the	revelations	made	by	former	
NSA	 contractor	 Edward	 Snowden	 and	 high-profile	 security	 vulnerabilities	 such	 as	 the	
Heartbleed[D+14]	 bug	 in	 OpenSSL[L13].	 In	 SafeCloud,	 cloud	 infrastructures	 are	
considered	untrusted	environments.	

2.2 General	solution	API	

Having	described	the	deployment	scenario	considered	by	SafeCloud’s	secure	processing	
solutions,	we	now	focus	on	the	interfaces	that	will	be	offered	to	the	applications.		
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A	major	goal	for	any	component	in	the	SafeCloud’s	stack	is	applicability	and	practicality.	
SafeCloud	 aims	 at	 developing	 software	 components	 that	 can	 have	 immediate	 and	
widespread	adoption	from	the	industry.	Accordingly,	it	becomes	inevitable	to	pursue	the	
definition	 of	 system	 interfaces	 that	 can	 accommodate	 current	 practices,	 that	 relieve	
current	systems	and	applications	of	any	kind	of	refactoring,	while	remaining	compatible	
with	SafeCloud’s	goals.		

Looking	at	the	current	landscape	in	terms	of	data	management	systems	it	is	possible	to	
categorize	 systems	 into	 two	 major	 groups	 according	 to	 their	 interface	 (API).	 On	 one	
hand,	 we	 have	 traditional	 relational	 database	 systems	 that	 rely	 on	 a	 query	 language,	
typically	SQL,	as	 their	 interface.	SQL	 is	a	widely-used	programming	 language	designed	
for	managing	data	stored	at	relational	database	systems	[LCW93].	The	relational	model	
used	 in	 these	 traditional	 SQL	 databases	 is	 well-studied	 and	 understood,	 and	 SQL	 is	
supported	 as	 the	 main	 query	 language	 of	 the	 most	 successful	 commercial	 database	
systems.		

On	the	other	hand,	we	have	the	so-called	NoSQL	databases	[HHL+11].		NoSQL	databases	
are	 becoming	 increasingly	 popular	 among	 applications	 that	 must	 scale	 for	 large	
amounts	 of	 data	 and	 clients.	 A	 major	 advantage	 of	 NoSQL	 over	 traditional	 relational	
databases	 is	 that	 scalability	 can	 be	 achieved	 in	 a	 distributed	 environment	 with	
commodity	hardware,	 thus	not	 requiring	expensive	dedicated	hardware,	which	allows	
to	lower	data	storage	and	processing	costs.	On	the	other	hand,	NoSQL	databases	have	a	
limited	 set	 of	 operations	when	 compared	 to	 relational	 databases.	 Even	 though	NoSQL	
databases	are	now	focused	on	offering	richer	query	languages	and	that	under	the	NoSQL	
designation	we	can	find	different	data	models	(document	based,	key-value,	graphs,	etc.),	
the	most	 successful	and	widespread	NoSQL	databases,	 in	 their	 core	can	be	 seen	as	an	
dictionary	 composed	 by	 several	 unique	 keys	 that	 are	 associated	 with	 one	 or	 more	
values.	It	is	possible	to	insert	new	keys	and	values,	to	update	the	value	of	a	specific	key	
(put),	to	get	the	value	for	a	specific	key	(get),	to	get	the	values	for	a	determined	range	of	
keys	(scan)	and	to	delete	existing	keys	(delete).		

Notwithstanding	 the	 fact	 that	 NoSQL	 databases	 are	 successfully	 deployed	 in	 many	
contexts	 and	 applications	 and	 have	 undeniable	 popularity,	 a	 significant	 slice	 of	 the	
world’s	systems	are,	and	arguably	will	continue	to	be,	heavily	rooted	on	SQL	interfaces	
and	the	relational	model.	This	situation	can	be	partially	explained	by	the	abundance	of	
legacy	 applications	 or	 simply	 because	 SQL	 is	 a	 significantly	 richer	 API	 in	 terms	 of	
expressiveness.	 Additionally,	 many	 applications	 require	 ACID	 guarantees	 and	
transactional	 support,	 which	 are	 key	 to	 enable	 support	 for	 multiple	 and	 concurrent	
client	access	to	the	same	database.	This	kind	of	guarantees	are	also	typical	of	traditional	
relational	databases	and	lacking	in	NoSQL	databases.	Due	to	the	distinct	advantages	of	
SQL	and	NoSQL	approaches,	 this	work	package	will	 support	both	 types	of	APIs,	which	
are	further	detailed	next.	

2.2.1 SQL	API	

In	 the	design	of	 the	secure	data	storage	and	processing	solutions	we	will	 consider	 the	
SQL	language	specification	as	it	is	defined	by	the	American	National	Standards	Institute	
(ANSI),	which	adopted	it	as	a	standard	in	1986	[DD+93,ANSI16].	Although	this	standard	
is	 still	 being	 improved,	 most	 relational	 database	 solutions	 try	 to	 follow	 the	 same	
specification	of	 the	SQL	 language.	Since	 this	 is	a	very	rich	 language,	having	a	standard	
specification	 is	 key	 for	 the	 interoperability	 of	 distinct	 database	 products.	 The	 SQL	
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language	 allows	 the	 expression	 of	 statements	 to	 change	 the	 schema	 of	 relational	
databases,	 to	 insert,	update	and	delete	data	 from	 the	databases	and	also	 to	perform	a	
vast	range	of	queries	over	the	data	stored	at	these	databases.		

As	mentioned	 previously,	 transactional	 support	 is	 another	 important	 characteristic	 of	
SQL	 databases	 that,	 for	many	 applications,	 is	 key	 for	maintaining	 data	 integrity,	 thus	
ensuring	that	multiple	clients	accessing	the	same	database	see	a	consistent	state	of	the	
database	at	all	times.	

2.2.2 NoSQL	API	

Under	 the	NoSQL	 term	 it	 is	 possible	 to	 find	 a	 diverse	 set	 of	 scalable	 and	widespread	
database	 technologies.	 In	 SafeCloud,	we	will	 focus	 on	 Apache	HBase,	 one	 of	 the	most	
successful	and	widely	used	NoSQL	databases	[APACHE16].	Not	only	it	is	considered	one	
of	 the	most	mature	NoSQL	databases	 in	 the	market	 but	 it	 is	 also	 the	NoSQL	database	
with	which	 the	SafeCloud	partners	have	a	 longer,	continued	and	extensive	knowledge.	
This	 is	 a	 clear	 advantage	 for	 the	 success	 of	 the	 project.	 Consequently,	 the	 NoSQL	
interface	offered	by	SafeCloud’s	solution	will	be	heavily	inspired	by	the	HBase	API	which	
we	now	describe	in	detail.		

Apache	 HBase	 is	 a	 distributed,	 scalable	 and	 open-source	 non-relational	 database.	
Inspired	by	Google's	BigTable,	 it	can	be	 thought	as	a	multi-dimensional	sorted	map	or	
table.	Each	row	is	identified	by	a	unique	key	and	may	be	composed	of	several	columns	
(values).	 HBase	 exposes	 a	 set	 of	 operations	 for	 data	 access	 that	 are	 quite	 similar	 to	
operations	used	in	other	key-value	data	stores:	

GET	-	Get	key-value	pairs	of	a	given	row;	

PUT	-	Insert	a	key-value	pair	for	existing	or	new	row;	

SCAN	-	Get	all	key-value	pairs	of	a	row	range;	

DELETE	-	Remove	one	or	more	key-value	pairs	of	rows;	

This	set	of	operations	will	constitute	the	SafeCloud	secure	processing	NoSQL	API.		

2.2.3 Discussion	

All	the	solutions	described	in	this	work	package	will	provide	a	SQL	interface,	in	its	ANSI	
definition,	along	with	transactional	support.	Nevertheless,	it	is	important	to	notice	that,	
in	 order	 to	 provide	 certain	 security	 and	 privacy	 guarantees	 while	 maintaining	
acceptable	performance	levels,	some	of	the	solutions	may	not	offer	complete	coverage	of	
the	SQL	language	features.	Whenever	this	is	the	case,	we	will	detail	the	actual	language	
coverage	of	the	solution	and	the	motivations	behind	those	limitations.		

While	 offering	 a	 SQL	 interface	 allows	 SafeCloud	 solutions	 to	 be	 attractive	 and	 highly	
applicable	 for	 nowadays	 systems	 and	 applications,	 specific	 classes	 of	 applications	 are	
left	 out.	 In	 particular,	 applications	 to	 which	 NoSQL	 databases	 completely	 fulfill	 their	
requirements.	Accordingly,	 it	 should	also	be	a	concern	 for	SafeCloud	to	offer	solutions	
with	 this	 type	 of	 interface,	 as	 it	 expands	 its	 scope	 to	 a	 larger	 set	 of	 applications.	 By	
leveraging	 previous	 research	 developed	 on	 INESC	 TEC	 in	 the	 context	 of	 several	 EU	
research	projects,	we	provide	solutions	capable	of	fulfilling	both	demands:	a	SQL	and	a	
NoSQL	interface.	More	precisely,	we	aim	to	provide	a	system	that	offers	a	full	ANSI	SQL	
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API	 along	 with	 transactional	 support,	 built	 on	 top	 of	 a	 NoSQL	 database	 in	 an	 ultra-
scalable	design	[CNIMBO09,CPAAS14].		

2.3 General	Solution	Architecture	

In	this	section	we	describe	the	high	level	architecture	for	SafeCloud’s	privacy-preserving		
processing	 solutions.	 The	 goal	 of	 providing	 this	 overview	 is	 to	 allow	 for	 the	
establishment	of	 clear	 relationships	between	 the	different	 solutions,	highlighting	 their	
differences	and	similarities.	We	consider	this	exercise	essential	for	the	rigorous	analysis	
of	 each	 individual	 solution,	 and	 for	 the	evaluation	of	 its	 feasibility	with	 respect	 to	 the	
associated	application	requirements.		

From	a	very	high	level	perspective	and	considering	the	deployment	scenario	of	Section	
2.1,	we	can	identify	two	major	system	environments:	an	on-premises	infrastructure	and	
an	external	infrastructure,	typically	a	Cloud	provider.	In	both	environments,	the	choice	
of	 system	 components	 deployed	 and	 tasks	 performed	 leads	 to	 different	 compromises	
among	cost,	performance,	security	and	privacy.	

To	the	set	of	components	running	on-premises	we	will	call	trusted	deployment,	and	to	
the	 set	 of	 components	 offloaded	 to	 third-party	 premises	 we	 will	 call	 untrusted	
deployment.	 It	 is	 intuitive	 to	 visualize	 the	 systems	 that	 lie	 at	 the	 extremes	 of	 this	
notation	scheme:	on	one	side,	we	have	a	 trusted	deployment	 that	encompasses	all	 the	
desired	 functionalities,	 thus	not	 requiring	any	offloading	of	 storage	or	 computation	 to	
the	untrusted	deployment;	on	the	other	side,	a	system	where	all	computation	is	done	in	
the	untrusted	deployment,	possibly	due	to	lack	of	system	resources	at	the	trusted	side.	
The	 SafeCloud	 solutions	 represent	 compromises	 lying	 in	 between	 these	 extreme	
scenarios.	

An	important	aspect	to	notice	is	that	both	the	trusted	and	the	untrusted	deployment	can	
be	composed	by	one	or	more	infrastructures.	For	instance,	we	might	consider	a	scenario	
in	which	 trust	 is	 distributed	 among	 several	 cloud	providers,	 so	 as	 to	 avoid	 offloading	
data	storage	and	computation	to	a	single	entity’s	superintendence.	Having	this	in	mind,	
we	 propose	 a	 SafeCloud	 general	 architecture	 for	 privacy-preserving	 data	 storage	 and	
processing	 depicted	 in	 Figure	 4.	 We	 make	 use	 of	 squares	 to	 represent	 processing	
components,	rounded	edge	rectangles	to	represent	interfaces	and	cylinders	to	represent	
storage	components.	Storage	components	can	also	offer	processing	capabilities.	
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Figure	4:	General	Architecture	

	

We	 consider	 a	 set	 of	 components	 in	 each	 one	 of	 the	 deployments.	 Each	 solution	will	
offer	a	specific	interface	to	the	application	employing	it,	the	Client	Interface	component.	
As	 described	 in	 previous	 sections,	 this	 interface	 will	 typically	 expect	 SQL	 queries,	
although	a	NoSQL	interface	will	also	be	available	for	applications.	At	the	same	time,	an	
interface	 to	 the	untrusted	deployment	 is	 also	defined	 for	 each	 solution.	Note	 that	 this	
can	also	correspond	to	a	SQL	interface,	to	a	NoSQL	interface,	or	to	a	subset	of	either	one	
of	 those.	 Additionally,	 we	 consider	 that	 some	 processing	 and	 storage	 capabilities	
(namely	 the	processing	and	storage	components)	 can	be	deployed	 in	both	 the	 trusted	
and	untrusted	sides.	Finally,	we	consider	a	proxy	component	that	is	responsible	for	the	
communication	between	the	trusted	and	untrusted	deployment.		

In	the	next	sections	we	will	describe	in	detail	the	three	SafeCloud	solutions	for	privacy-
preserving	data	storage	and	processing.	For	each	of	these	proposed	solutions,	we	define	
the	processing	responsibilities	assigned	to	the	trusted	deployment	and	to	the	untrusted	
one.	We	will	also	instantiate	the	components	of	this	general	architecture	with	concrete	
software	protocols,	and	detail	the	interfaces	required	for	the	solution	deployment.	

	

3 Solution	1:	Secure	processing	in	a	single		untrusted	domain	

3.1 Introduction	

The	 first	 solution	 we	 consider	 is	 expected	 to	 achieve	 the	 highest	 performance	 when	
compared	 to	 the	 alternatives	 described	 in	 this	 document.	 At	 the	 same	 time,	 it	 is	 the	
solution	where	 the	 trust	model	 is	 the	 strongest	and	where	 the	amount	of	 storage	and	
processing	 capabilities	 delegated	 to	 the	 untrusted	 deployment	 is	 the	 lowest.	 Briefly,	
solution	 1	 assumes	 a	 deployment	 setting	 where	 the	 trusted	 deployment	 has	 some	
computational	power	but	scarce	storage	resources,	while	 the	untrusted	deployment	 is	
assumed	to	have	both	complementary	computational	power	and	the	necessary	storage	
capabilities.			
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As	 an	 application	 example	 for	 this	 solution,	 consider	 a	 laboratory	 that	 owns	 or	
completely	 trusts	a	private	cloud	with	some	computational	power,	but	 is	 interested	 in	
offloading	most	 of	 the	 storage	 effort	 into	 an	 untrusted	 cloud	 domain.	 The	 laboratory	
manages	sensitive	data,	so	it	is	not	acceptable	to	have	it	stored/processed	it	in	the	clear	
outside	of	what	the	laboratory	considers	to	be	its	trusted	domain.	

As	mentioned	above,	we	aim	at	offering	both	a	SQL	and	a	NoSQL	interface	to	SafeCloud	
clients.	Leveraging	work	 from	previous	projects	 it	 is	possible	 to	offer	a	 fully	ANSI	SQL	
compliant	database	system	on	top	of	a	NoSQL	database,	 in	particular,	on	top	of	HBase.	
This	 is	 achieved	 by	 decomposing	 the	 database	 functionality	 into	 several	 components	
that	 address	 self-contained	 challenges	 and	 allow	 the	whole	 system	 to	 scale.	 In	 detail,	
SQL	 queries	 are	 issued	 to	 an	 engine	 component	 that	 translates	 them	 to	 NoSQL	
statements	handled	by	HBase.	At	the	same	time,	transactional	support	is	guaranteed	by	
a	 separate	 component.	Building	on	 such	architecture	we	will	be	able	 to	offer	a	 secure	
NoSQL	interface	to	SafeCloud	client	applications	and,	on	top	of	such	 interface,	offer	an	
ANSI	SQL	one.		

In	 this	 first	 solution	we	 assume	 that	 the	 SQL	 query	 processing	 and	 the	 transactional	
support	processing	can	be	done	entirely	on	the	trusted	deployment.		The	cryptographic	
techniques	are	applied	over	the	underlying	NoSQL	engine,	in	the	sense	that	the	trusted	
deployment	will	be	responsible	for	the	encryption	of	data	before	sending	it	to	the	cloud	
provider,	to	be	handled	by	the	untrusted	deployment.	Note	that	it	is	imperative	for	these	
techniques	to	allow	the	NoSQL	system	to	provide	the	necessary	functionality	to	support	
the	aforementioned	ANSI	SQL	database	system.	

In	the	next	section,	we	describe	in	detail	the	design	and	architecture	of	Solution	1,	and	
discuss	the	tradeoffs	between	security	and	performance	that	it	entails.	

	

3.2 Architecture	and	API	

In	 Figure	 5	we	 depict	 the	 instantiated	 architecture	 for	 Solution	 1.	 It	 is	 observable	
that	most	of	the	processing	is	done	in	the	trusted	deployment.	Almost	all	storage,	on	the	
other	 hand,	 is	 left	 under	 the	 responsibility	 of	 the	 cloud	 provider.	 In	 detail,	
responsibilities	are	assigned	as	follows.	
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Figure	5:	Solution	1	architecture	

	

	

3.2.1 Trusted	deployment	

In	 the	 trusted	 domain,	 the	 SafeCloud	 SQL	 engine	 will	 process	 full	 ANSI	 SQL	 with	
transactional	 support	 and	 translate	 SQL	 queries	 into	 NoSQL	 statements.	 These	
statements	are	handed	over	to	a	proxy	component	that	 is	responsible	 for	applying	the	
required	security	mechanisms	to	the	data.		

A	straightforward	solution	regarding	security	could	 involve	simply	encrypting	all	data	
with	 standard	 cryptographic	 techniques,	 and	 therefore	 achieve	 a	 very	 strong	 level	 of	
security.	 However,	 this	 prevents	 the	 NoSQL	 database	 to	 be	 able	 to	 perform	 any	
meaningful	 computation	 over	 the	 data,	 implying	 the	 unfeasible	 scenario	 in	which	 any	
query	 over	 the	 encrypted	 information	 requires	 the	 proxy	 to	 retrieve	 the	 whole	
encrypted	database,	decrypt	it	and	process	over	it.	

One	 approach	 would	 be	 to	 apply	 cryptographic	 techniques	 only	 over	 sensitive	
information,	 in	 a	 way	 that	 allows	 for	 the	 NoSQL	 database	 to	 perform	 the	 basic	
computations	required.	For	instance,	the	client	might	consider	the	values	of	its	database	
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to	be	sensitive,	but	allow	identifiers	to	be	left	in	the	clear.	Obviously	this	simple	scenario	
is	not	feasible	in	all	cases,	as	the	data	that	the	user	considers	to	be	non-sensitive	might	
not	suffice	for	our	underlying	NoSQL,	e.g.	identifiers	can	be	left	in	the	clear,	but	most	of	
the	 required	 system	queries	 are	made	over	 the	 sensitive	data.	One	way	 to	 extend	 the	
amount	of	non-sensitive	 information	could	be	to	apply	anonymization	techniques	over	
some	parts	of	 the	sensitive	data.	Assuming	that	the	client	considers	these	measures	to	
be	sufficient	for	allowing	parts	of	its	sensitive	data	to	be	revealed	to	the	cloud	provider,	
this	would	allow	for	a	greater	portion	of	information	to	be	stored	in	the	clear.	

Alternatively,	we	can	also	apply	different	cryptographic	techniques	over	different	levels	
of	 data	 sensitivity.	 As	 an	 example,	 consider	 order-preserving	 encryption	 (OPE)	
[BCL+09].	 OPE	 is	 a	 deterministic	 encryption	 scheme	 whose	 encryption	 function	
preserves	 the	 numerical	 order	 of	 the	 plaintexts.	 In	 brief,	 if	 plaintexts	m1	 and	m2	 are	
encrypted	into	ciphertexts	c1	and	c2	(respectively)	with	OPE,	and	m1	>	m2	,	then	c1	>	c2.	
This	means	 that	a	database	holding	OPE	ciphertexts	can	efficiently	 (logarithmic	 in	 the	
size	of	the	database)	perform	range	queries	over	its	data.	Techniques	such	as	OPE	reveal	
some	 properties	 of	 the	 data	 they	 are	 encrypting,	 but	 conceal	 the	 actual	 values.	 This	
technique	 is	 suitable	 when	 the	 client	 does	 not	 want	 to	 disclose	 its	 data	 but	 is	 not	
concerned	about	disclosing	some	of	its	properties	(the	order,	in	our	example).	

3.2.2 Untrusted	deployment	

The	untrusted	deployment	mainly	consists	of	a	NoSQL	database,	in	particular	an	HBase	
store.	 Data	 stored	 in	 this	 HBase	 deployment	 can	 be	 accessed	 via	 the	 previously	
described	 put,	 get	 and	 scan	 interface.	 	 Note	 that	 in	 order	 to	 achieve	 the	 desired	
performance,	 the	 database	 system	 takes	 advantage	 of	 HBase	 processing	 capabilities.	
Namely,	HBase	allows	querying	 its	data	according	to	a	set	of	criteria	 that	 is	 translated	
into	data	filters	running	close	to	the	data	itself.	The	ability	to	perform	these	processing	
steps	 is	directly	 impacted	by	the	type	of	security	mechanisms	deployed	by	the	trusted	
proxy.	Depending	on	the	security	 technique	used,	more	or	 less	data	processing	can	be	
delegated	to	the	HBase	layer.	The	chosen	technique	will,	naturally,	depend	not	only	on	
the	desired	performance	but	also	on	the	trust	model	required	by	the	application	and	its	
data.	

3.3 Discussion	

Briefly,	 the	solution	described	 in	this	section	offloads	some	of	 the	data	processing	and	
storage	 done	 at	 the	 trusted	 domain	 to	 the	 untrusted	 domain	 by	 deploying	 a	 NoSQL	
database	 in	 the	 remote	 site.	 Depending	 on	 the	 security	 mechanisms	 deployed	 the	
amount	 of	 processing	 done	 on	 the	 untrusted	 site	 varies.	 Considering	 that	 doing	 such	
processing	closer	to	the	data	allows	for	better	performance,	it	naturally	follows	that	the	
stronger	the	security	required,	the	less	processing	can	be	done	at	the	untrusted	site,	and	
the	 lowest	 the	 performance	 is	 expected	 to	 be.	 By	 considering	 different	 cryptographic	
techniques	for	the	different	levels	of	sensitive	data,	we	are	maximizing	our	performance	
possibilities,	which	could	lead	to	solutions	that	are	a	step	forward	with	respect	to	state	
of	the	art	private	data	processing	solutions.		

An	application	example	for	this	solution	is	a	laboratory	that	owns	a	private	cluster	with	
some	computational	power,	but	is	interested	in	offloading	most	of	the	storage	effort	into	
an	untrusted	cloud	domain.	The	laboratory	storage	system	deals	with	a	certain	amount	
of	confidential	information	for	each	patient	(a	set	of	columns	and	respective	values,	for	
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instance),	 which	 is	 identified	 by	 a	 unique	 identifier	 (key).	 Publicly	 disclosing	 this	
identifier	is	not	an	issue	because	either	it	is	already	public,	or	the	information	required	
to	disclose	the	actual	person	referred	by	that	identifier	is	safely	stored	at	the	trusted	on-
premises	 deployment.	 Considering	 this	 scenario,	 offloading	 the	 data	 to	 the	 untrusted	
deployment	 demands	 for	 mechanisms	 that	 ensure	 the	 privacy	 of	 the	 patient	 data.	 In	
other	 words,	 mechanisms	 that	 render	 all	 values	 to	 become	 opaque	 for	 the	 cloud	
provider.	This	can	be	achieved	by	storing	data	in	the	NoSQL	database	using	keys	in	the	
clear	 and	 values	 that	 completely	 hidden	 from	 the	 cloud	 provider	 using,	 for	 instance,	
standard	 cryptographic	 techniques.	 As	 a	 consequence,	 in	 this	 example,	 security	
mechanisms	are	quite	inexpensive	and,	because	data	keys	are	stored	in	the	clear,	all	the	
processing	mechanisms	 of	HBase	 are	 preserved.	 In	 particular,	 the	 ability	 to	 scan	data	
according	 to	 user	 defined	 criteria	 is	 preserved.	 Moreover,	 as	 HBase	 is	 deployed	 in	 a	
cloud	environment,	this	solution	also	allows	the	user	to	take	advantage	of	its	scalability	
and	elasticity	potential.	In	more	detail,	by	allowing	data	keys	to	be	stored	in	the	clear	at	
the	 untrusted	 NoSQL	 database,	 it	 is	 possible	 to	 retrieve	 specific	 keys	 and	 to	 perform	
filters	 over	 these	 keys	 in	 an	 efficient	 way	 and	 using	 the	 untrusted	 deployment	
computational	power.	Additionally,	since	NoSQL	allows	storing	the	data	for	each	patient	
in	a	distinct	column,	and	since	these	columns	may	be	grouped	in	families,	it	is	possible	to	
have	 different	 encryption	 keys	 for	 each	 column	 family.	 This	 distinction	 allows	 us	 to	
establish	access	control	over	users	with	different	permission	levels	(roles).	For	instance,	
in	the	clinical	analysis	 laboratory	example,	suppose	that	a	patient	has	a	set	of	analysis	
that	can	only	be	seen	by	its	personal	doctor,	but	also	has	another	set	of	documents	that	
are	visible	to	all	the	clinical	staff.	 	These	documents	may	be	stored	in	different	column	
families	and	with	different	encryption	keys,	so	that	one	key	is	available	to	all	the	clinic	
and	allows	access	to	one	set	of	documents,	while	the	other	key	is	only	available	for	the	
patient’s	personal	doctor,	 that	has	 the	permission	 to	access	 the	other	analysis	set.	 	On	
the	other	hand,	 if	we	 consider	 an	 identical	 example	with	 the	exception	 that	keys	now	
may	leak	sensitive	information	and	cannot	be	stored	in	the	clear	at	the	NoSQL	untrusted	
deployment,	 this	 solution	 also	 allows	 applying	 cryptographic	 techniques	 to	 the	 keys,	
such	 as	OPE,	while	 still	 preserving	 the	 computation	 capabilities	 of	HBase.	 To	 sum	up,	
this	 solution	 will	 allow	 testing	 several	 cryptographic	 techniques	 in	 order	 to	 perform	
secure	and	efficient	processing	on	a	single	untrusted	NoSQL	deployment.	Moreover,	the	
solution	will	 leverage	 the	 processing	 capabilities	 available	 in	 a	 trusted	deployment	 to	
provide	a	full	ANSI	SQL	along	with	transactional	support	to	applications.	

The	major	drawback	of	Solution	1	is	the	dependence	on	a	single	cloud	provider	(single	
untrusted	 deployment),	 which	 limits	 the	 security	 techniques	 that	 can	 be	 applied.	 In	
Solution	2,	SafeCloud	addresses	this	issue	by	considering	that	data	will	now	be	stored	in	
multiple	untrusted	domains.	

4 Solution	2:	Secure	processing	in	multiple	untrusted	domains	

4.1 Introduction	

The	 major	 difference	 from	 the	 previous	 solution	 is	 that	 this	 approach	 assumes	 the	
existence	of	multiple	untrusted	non-colluding	deployments.	Leveraging	the	trust	model	
in	 this	 way	 allows	 for	 the	 usage	 of	 other	 security	 mechanisms	 incompatible	 with	
solution	 1,	 such	 as	 secret	 sharing	 schemes.	 Spreading	 data	 and	 computation	 across	
several	domains	so	that	a	single	domain	cannot	compromise	the	privacy	of	the	data	held	
by	it	is	one	of	the	core	concepts	of	SafeCloud	that	will	be	investigated	in	this	solution.	As	
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such,	 solution	2	 is	based	on	 the	 assumption	 that	 the	 trusted	deployment	 continues	 to	
have	 scarce	 storage	 resources,	 while	 still	 having	 computational	 capabilities.	 The	
untrusted	deployments	continue	to	complement	the	trusted	domain	with	the	necessary	
storage	capabilities	and	additional	computational	capabilities.	In	summary,	this	solution	
aims	 at	 providing	 similar	 processing	 capabilities	 for	 the	 trusted	 and	 untrusted	
deployments	 while	 reducing	 the	 information	 leakage	 that	 a	 single	 untrusted	
infrastructure	could	exploit.	

The	untrusted	deployment	will	be	composed	of	more	 than	one	NoSQL	database,	while	
each	 database	will	 be	 deployed	 in	 different	 cloud	providers.	Moreover,	 each	 database	
will	only	contain	a	part	of	 the	original	 information,	which	will	avoid	disclosing	private	
information	to	the	untrusted	provider.	In	particular,	the	information	is	partitioned	in	a	
way	 that	 prevents	 a	 single	 provider	 to	 retrieve	 any	meaningful	 information	 from	 the	
stored	data.	Additionally,	special	secure	multiparty	computation	protocols	can	run	over	
this	 data,	 enabling	 for	 NoSQL	 operations	 to	 be	 performed	 in	 a	 secure	 fashion	 at	 the	
untrusted	 deployments.	 This	 is	 key	 to	 support	 the	 desired	 functionality	 of	 delegating	
computation	to	the	untrusted	domain.	

The	 architecture	 for	 this	 solution	 presents	 several	 challenges,	 both	 in	 terms	 of	
distributed	systems	and	cryptography.	Nonetheless,	similarly	to	solution	1,	the	objective	
is	 to	 offer	 both	 a	 SQL	 and	 NoSQL	 interface	 to	 the	 SafeCloud	 client	 applications.	 To	
achieve	such	goal,	the	untrusted	deployment	will	offer	a	virtual	NoSQL	interface	on	top	
of	 three	HBase	databases.	Applications	using	this	 interface	will	be	abstracted	from	the	
underlying	 data	 partitioning	 and	 from	 the	 number	 of	HBase	 replicas	 being	 used,	 thus	
seeing	a	regular	single	node	Hbase	API.	On	top	of	the	NoSQL	API,	and	by	recurring	to	the	
trusted	deployment	processing	capabilities,	this	solution	will	be	able	to	offer	a	fully	ANSI	
SQL	 compliant	 database	 system	 with	 transactional	 support.	 Following	 the	 same	
structure	 of	 the	 previous	 section,	 we	 now	 describe	 in	 more	 detail	 the	 design	 and	
architecture	of	solution	2.	

4.2 Architecture	and	API	

Figure	6	depicts	the	architecture	for	solution	2.	The	major	architectural	difference	from	
solution	1	 is	 that	now	there	are	several	HBase	 instances	hosted	 in	different	untrusted	
infrastructures,	while	the	trusted	proxy	is	now	responsible	for	collecting	and	processing	
responses	from	all	these	instances.	

	



	 WP3	–	Privacy	preserving	storage	and	computation	architecture	 22	

	

Figure	6:	Solution	2	architecture	

4.2.1 Trusted	deployment	

The	trusted	deployment	remains	very	similar	to	the	one	described	in	solution	1,	with	the	
SafeCloud	 SQL	 engine	 processing	 full	 ANSI	 SQL	 with	 transactional	 support	 and	
translating	SQL	queries	 into	NoSQL	statements.	The	greatest	 change	 in	 this	 layer	 is	 in	
the	trusted	proxy	component.	The	proxy	mechanism	is	responsible	for	not	only	applying	
the	 required	 security	 mechanisms	 to	 the	 data	 but	 also	 to	 create	 a	 virtual	 and	
transparent	NoSQL	interface	over	the	NoSQL	database	instances.		

This	 architecture	 with	 several	 database	 instances	 responsible	 for	 performing	 secure	
computation	 expands	 the	 range	 of	 cryptographic	 techniques	 that	 can	 be	 applied.	 One	
way	 to	 benefit	 from	 this	 would	 be	 to	 use	 secret	 sharing	 and	 secure	 multi-party	
computation	 protocols	 over	 the	 stored	 data.	 Loosely	 explaining,	 secret	 sharing	 is	 a	
method	 for	 distributing	 a	 secret	 among	 several	 participants:	 each	 one	 will	 receive	 a	
share	of	this	secret,	each	share	does	not	reveal	any	information	by	itself,	but	a	sufficient	
number	 of	 shares	 allow	 for	 the	 secret	 to	 be	 reconstructed	 [DPS+08].	 In	 this	 specific	
implementation,	 the	 proxy	 is	 responsible	 for	 generating	 and	 distributing	 the	 shares	
associated	 with	 sensitive	 data,	 as	 well	 as	 gathering	 and	 interpreting	 the	 shares	 it	
receives	from	the	untrusted	domains.	

From	 the	 client	 perspective,	 we	 expect	 the	 usability	 experience	 (modulo	 the	
performance	 toll	 these	measures	may	 take	on	 the	 system)	 to	be	 the	 same	as	 if	 it	was	
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interacting	with	a	regular	SQL/NoSQL	database,	depending	on	the	API	provided	 in	the	
client	interface.	

4.2.2 Untrusted	deployment	

One	of	the	SafeCloud	objectives	is	to	explore	the	possibilities	of	running	SQL	or	NoSQL	
queries	 on	 data	 that	 is	 divided	 in	 several	 databases.	 Accordingly,	 in	 the	 solution	
presented	 in	 this	 section,	 the	untrusted	deployment	now	encompasses	 several	NoSQL	
databases,	in	this	case	HBase	stores,	running	in	different	clouds.	Again,	we	cannot	trust	
any	of	the	cloud	providers,	but	we	assume	they	are	not	willing	to	collude.	 	Each	HBase	
instance	will	 be	 able	 to	perform	computation	over	 stored	data	without	disclosing	 any	
meaningful	information	about	that	data.	For	instance,	if	secret	sharing	is	being	used,	the	
HBase	instances	will	be	able	to	translate	NoSQL	queries	into	protocols	that	are	aware	of	
the	underlying	secret	sharing	schemes.	This	will	allow	each	instance	to	process	data	and	
answer	the	queries	while	still	being	unable	to,	individually,	extract	any	knowledge	from	
it.	

Some	 computation	 is	 already	 possible	 in	 the	 distributed	 secret	 shared	 scenario	when	
using	additive	secret	sharing	[BNT+12].	This	secret	sharing	scheme	already	has	several	
secure	 protocols	 that	 can	 compare	 values	 and	do	 arithmetic	 operations	 on	 shares.	 To	
achieve	this,	the	databases	go	through	several	steps	of	information	sharing,	which	allow	
them	 to	 reach	 consensus	 about	 the	 stored	 data	 without	 ever	 knowing	 which	 are	 the	
original	secrets.		In	SafeCloud	the	aim	is	to	extend	these	techniques	to	HBase	databases	
to	allow	secure	data	processing	in	such	systems.	

It	 is	 of	 special	 relevance	 that	 these	mechanisms	 can	be	 included	 in	 the	HBase	 system	
without	modifying	 its	 core	 implementation.	 This	 can	 be	 achieved	 by	 using	 HBase	 co-
processors	that,	for	simplicity,	can	be	seen	as	plugins	that	are	implemented	and	added	
to	HBase	instances,	and	that	allow	extending	the	computation	done	when	NoSQL	queries	
are	performed	[APACHE12].		

4.3 Discussion	

In	summary,	the	solution	presented	in	this	section	no	longer	assumes	that	data	is	stored	
in	 a	 single	 untrusted	 entity.	 This	 assumption	 allows	 increasing	 the	 provided	 security	
guarantees	 and	 to	 employ	 new	 cryptographic	 techniques	 like	 secret	 sharing	
mechanisms.	In	particular,	these	multi-party	computation	algorithms	over	sensitive	data	
don’t	require	for	significant	properties	of	the	data	to	be	revealed,	as	was	the	case	with	
order-preserving	encryption.	

On	the	other	hand,	secret	sharing	techniques	will	add	extra	storage	and	communication	
overhead	 that	 will	 negatively	 impact	 the	 performance	 of	 solution	 2,	 at	 least	 when	
compared	with	the	performance	achievable	by	solution	1.	

Returning	 to	 the	 clinical	 laboratory	 example,	 this	 time	 the	 laboratory	 owns	 a	 private	
cluster	 with	 limited	 computational	 power,	 and	 wants	 to	 offload	 storage	 and	
computational	power	to	several	cloud	providers.	Much	like	in	the	previous	scenario,	the	
laboratory	is	not	willing	to	disclose	patient	sensitive	information,	but	now	the	order	of	
the	 sensitive	 information	 follows	 a	 predictable	 pattern,	 so	 the	 laboratory	 is	 not	
interested	in	order-preserving	security	mechanisms.	Moreover,	the	laboratory	does	not	
trust	a	single	cloud	provider	to	hold	and	process	all	the	data.	However,	it	considers	the	
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scenario	 of	 colluding	 competing	 cloud	 providers	 highly	 unlikely,	 so	 it	 is	 comfortable	
with	assuming	it	will	not	occur.	

By	 spreading	 the	 information	 in	 parts	 according	 to	 provably	 secure	 mechanisms	 of	
secret	sharing,	it	has	assurances	that	each	cloud	provider	will	not	be	able	to	retrieve	the	
sensitive	 information	 from	 what	 is	 stored	 within.	 Furthermore,	 the	 homomorphic	
properties	of	these	shares	allow	for	computation	over	them,	so	the	laboratory	also	has	
access	to	provably	secure	protocols	for	processing	over	the	securely	stored	shares,	in	a	
way	that	the	secrecy	of	data	is	kept	at	all	times.	

For	a	broader	scope	of	real-world	applications,	we	might	be	 interested	 in	allowing	 for	
several	untrusted	clients	 to	query	over	potentially	 sensitive	data.	 In	 solutions	1	and	2	
there	 is	 a	 single	 trusted	 domain	 that	 manages	 data	 in	 the	 clear,	 decides	 what	
encryptions	 schemes	 to	 apply	 and	 that	 handles	 the	 translation	 of	 SQL	 to	NoSQL.	 This	
does	 not	 consider	 the	 scenario	 in	 which	 several	 laboratories	 (with	 independent	
databases	holding	sensitive	data)	want	to	jointly	compute	over	their	data	sets.	This	is	a	
very	 common	 use	 case	 when	 considering	 the	 relevance	 of	 subjects	 such	 as	 big	 data,	
where	 these	 laboratories	 could	 ascertain	 valuable	 statistical	 information	 from	 huge	
quantities	of	data.	Such	use	case	is	explored	in	solution	3	presented	next.	

	

5 Solution	 3:	 Secure	 processing	 in	 multiple	 untrusted	 domains	

with	untrusted	clients	

5.1 Introduction	

In	 the	 first	 two	solutions	 it	 is	assumed	 that	 there	 is	only	one	entity,	who	owns	all	 the	
data	stored	in	the	untrusted	domain.	In	this	third	solution	this	assumption	is	dropped.	
The	motivation	for	getting	rid	of	this	assumption	comes	from	the	need	to	analyze	data	
from	multiple	sources	while	keeping	it	private.	A	well	known	example,	where	there	are	
many	 data	 owners	 and	 shared	 analytics	 is	 needed,	 is	 the	 Yao's	Millionaires'	 problem	
[YAO+82].	In	this	simplified	case	there	are	two	millionaires,	who	want	to	know	who	is	
richer.	The	problem	is	that	they	do	not	want	to	reveal	their	net	worth	to	anyone.	In	this	
simplified	case,	we	have	two	data	owners,	the	millionaires	and	the	need	for	analytics	on	
the	shared	data	of	both:	who	is	richer.	One	extra	requirement	is	that	the	system	should	
give	 the	 answer	 to	 only	 authorized	 users,	 in	 this	 case	 the	millionaires	 themselves.	 A	
third	party,	for	example	the	local	newspaper,	should	not	learn	which	of	the	millionaires	
is	richer.	

This	 means	 that	 even	 the	 authorized	 users	 should	 not	 be	 able	 to	 see	 all	 the	 data.	
Therefore,	data	is	processed	in	the	untrusted	domain	in	encrypted	form	on	the	backend	
components.	 Users	 cannot	make	 direct	 queries	 for	 data:	 only	 aggregation	 results	 are	
returned.	It	might	be	the	case	that	for	real	world	applications	more	fine-grained	access	
policies	are	needed.	For	an	example	computing	minimum	of	some	table	column	would	
reveal	too	much	and	is	not	allowed,	but	computing	mean	of	the	same	column	is	allowed.	

Millionaires’	problem	is	a	classical	toy	example,	but	there	are	many	more	cases,	where	
different	 entities,	 who	 own	 sensitive	 data,	 could	 leverage	 the	 results	 of	 joint	 data	
analysis.	 Examples	 can	 be	 found	 where	 personal	 data	 is	 stored.	 For	 an	 example	 a	
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hospital	has	medical	 records,	which	are	highly	sensitive.	However,	 to	 track	 large	scale	
viral	 outbreaks,	 different	 hospitals	 need	 some	 way	 to	 combine	 their	 data,	 while	
preserving	their	confidentiality.	

5.2 Architecture	

The	architecture	for	Solution	3	is	depicted	in	Figure	7.	In	previous	solutions	the	trusted	
domain	processing	did	some	actual	processing	of	 the	data.	 In	 this	solution	 the	 trusted	
deployment	 is	 responsible	 for	 only	 encrypting	 the	 query	 parameters,	 decrypting	 the	
results	 and	 orchestrating	 the	work	 done	 in	 the	 untrusted	 domain.	 The	 front-end	 still	
deals	with	processing	 the	query	and	executing	 it	on	 the	backend,	but	unlike	 the	other	
solutions,	only	the	queried	data	is	sent	to	the	trusted	domain.	The	only	data	processing	
that	happens	in	the	trusted	domain	is	encryption/decryption	of	the	data.	

In	 the	 sense	 of	 the	 general	 architecture	 in	 Section	 2,	 there	 are	 no	 trusted	 domain	
processing	or	storage	involved.	The	proxy	component	does	encryption,	decryption	and	
query	translation	in	addition	to	communicating	with	the	untrusted	domain	components.	
The	 solution	will	 be	built	 on	 top	of	 the	 Sharemind	 framework	 [SHAREMIND+08].	The	
Sharemind	 framework	 is	 a	 programmable	 system	 for	 doing	 privacy-preserving	
computations.	 Although	 Sharemind	 supports	 different	 deployment	 schemes,	 the	most	
evolved	protocol	suite	is	based	on	secret-sharing	between	three	parties.	Therefore,	the	
untrusted	 deployment	 consists	 of	 three	 Sharemind	 servers,	 each	 holding	 part	 of	 the	
secret-shared	data.	

	

Figure	7:	Solution	3	architecture.	

It	 is	 required	 that	 three	 Sharemind	 Application	 Servers	 are	 hosted	 in	 different	
administrative	domains.	Three	domains	just	need	to	be	different,	they	all	can	be	in	the	
untrusted	cloud.	This	is	to	avoid	collaboration	between	entities	that	host	the	Sharemind	
servers.	 Collaboration	 would	 break	 the	 confidentiality	 guarantees	 offered	 by	 secret	
sharing.	

5.2.1 Proxy	component	

The	 proxy	 component	 provides	 a	 SQL	 interface	 to	 the	 secure	 processing	 system.	 It	
parses	the	queries	and	translates	them	to	a	series	of	operations	that	need	to	be	done	on	
the	 back-end.	 Some	 of	 these	 operations,	 like	 filtering,	 require	 input	 parameters.	 The	
front-end	component	will	encrypt	these	parameters	when	executing	the	operations.	The	
results	of	the	operations	are	stored	in	temporary	tables,	which	stay	in	the	back-end.	The	
proxy	 component	 only	 gets	 references	 to	 these	 tables.	 A	 special	 operation	 is	 used	 to	
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return	 the	 final	 result	of	a	query	back	 to	 the	proxy	component.	The	proxy	component	
will	then	decrypt	the	result	and	outputs	it	to	the	SQL	interface.	

In	 Sharemind	 context	 the	Proxy	 component	 is	 just	 a	 specific	 application	 that	 uses	 the	
Sharemind	 Controller	 library.	 The	 controller	 library	 has	 simple	 functions	 to	 run	
programs	 on	 Sharemind	 deployment.	 The	 programs	 are	 written	 in	 a	 domain	 specific	
language	 called	 SecreC.	 Programs	written	 in	 SecreC	have	 special	 data	 types	 for	 secret	
shared	 data,	 and	 operations	 run	 on	 the	 data	will	 automatically	 use	 secure	multiparty	
computation	protocols.	

5.2.2 Back-end	Component	

The	back-end	component	 is	a	suite	of	 functions	written	in	SecreC,	which	run	on	top	of	
the	 Sharemind	 Application	 Server.	 The	 suite	 has	 functions	 for	 basic	 operations	 like	
filtering	and	grouping	 tables.	All	 the	operations	are	executed	using	secure	multi-party	
computation	protocols	based	on	additive	secret-sharing	scheme.	

Sharemind	Application	Server	has	a	database	component	which	stores	encrypted	data.	It	
currently	uses	a	simple	HDF5	based	backend	as	the	storage	component.	HDF5	is	a	data	
model,	 hierarchical	 file	 format	 and	 a	 library	 used	 mostly	 for	 scientific	 experiments	
[HDF5].	 However,	 other	more	 interesting	 storage	 backends	 can	 also	 be	 implemented	
easily	thanks	to	Sharemind	Application	Server’s	modular	design.	

5.3 Discussion	

The	 solution	will	 not	 implement	 the	 full	 ANSI	 SQL	 standard,	 because	 some	parts	 of	 it	
would	be	 inefficient	or	difficult	 to	 implement	securely.	For	some	operations	 like	Equi-
joins	 we	 have	 efficient	 implementations.	 However,	 the	 ANSI	 SQL	 standard	 has	 some	
obscure	parts	that	do	not	fit	into	the	secure	processing	model	very	well.	

The	 performance	 of	 the	 solution	 will	 be	 highly	 dependent	 on	 the	 network	 latency	
between	 Sharemind	 servers.	 The	 latency	 and	 bandwidth	 between	 the	 proxy	 and	
Sharemind	servers	will	not	be	as	important	factor,	as	is	the	the	latency	and	bandwidth	
between	Sharemind	servers.		

This	 solution	 covers	 an	 important	 use	 case,	where	 something	 has	 to	 be	 computed	 on	
confidential	 data	 belonging	 to	multiple	 parties,	who	 cannot	 trust	 each	 other	with	 the	
data.	Sometimes	the	legal	aspects	prevent	giving	out	data	to	other	parties.	Other	times	
business	 secrets	 cannot	 be	 revealed	 to	 competitors.	 However	 useful	 statistical	
information,	that	all	parties	would	benefit	from,	can	be	obtained	from	shared	data.	This	
solution	makes	it	possible	to	obtain	the	benefits,	while	preserving	the	confidentiality	of	
data.	
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6 Conclusion	

This	first	deliverable	of	WP3	aims	for	two	major	goals.	First,	it	presents	and	details	
the	unifying	general	architecture	of	SafeCloud.	Second,	it	proposes	three	main	solutions	
for	privacy-preserving	storage	and	computation	based	on	this	architecture	and	focused	
on	providing	feasible	deployments	to	meet	the	requirements	of	SafeCloud’s	use	cases.	

Our	 proposed	 architecture	 is	 heavily	 rooted	 in	 the	 cloud	 computing	 paradigm,	
therefore	making	 the	explicit	distinction	between	on	premises	infrastructure	 and	cloud	
infrastructure.	 This	 led	 to	 a	 general	 solution	 architecture	 comprised	 of	 two	 main	
components:	the	trusted	deployment	and	the	untrusted	deployment,	communicating	with	
the	 client	 via	 a	 client	 interface,	 and	 to	 each	 other	 via	 a	 proxy.	 By	 having	 these	 clear	
distinctions,	we	can	specify:	

• The	API	 our	 solutions	provide	 to	 the	 client,	 being	 either	 SQL	or	NoSQL	 -	 client	
interface.	

• The	computational	requirements	delegated	to	the	local	and	remote	components	-	
trusted/untrusted	deployment.	

• How	the	client	side	is	to	interact	with	the	cloud	provider	-	proxy.	

Our	 privacy-preserving	 solutions	 follow	 the	 described	 structure,	 and	 are	 derived	
from	a	comprehensive	analysis	of	security	and	performance	trade-offs.	SafeCloud	avoids	
the	 problems	 inherent	 to	 a	 single-scenario	 focused	 approach	 by	 providing	 several	
solutions	 that	 meet	 different	 functional	 and	 security	 requirements.	 Our	 first	 solution	
assumes	 a	 single	 untrusted	 cloud	 provider,	 and	 proposes	 the	 usage	 of	 different	
techniques	for	various	levels	of	data	sensitivity.	The	second	solution	attempts	to	extend	
the	 functionalities	 of	 the	 first	 one	 by	 assuming	 a	 setting	 with	multiple	 non-colluding	
untrusted	 cloud	 providers,	 employing	 security	 mechanisms	 that	 rely	 on	 this	 new	
deployment	 to	 provide	 higher	 levels	 of	 security	 for	 storage	 and	 processing.	 Our	 third	
and	final	solution	extends	the	scope	of	the	second	by	considering	multiple	clients	with	
sensitive	data,	which	allows	for	computations	relying	on	huge	amounts	of	data,	such	as	
data	analytics,	to	be	run	over	several	datasets	of	data	without	revealing	sensitive	data	to	
the	 party	 requesting	 the	 computation	 (other	 than	 what	 would	 be	 revealed	 by	 the	
computation	result	itself).	

To	 sum	up,	 this	work	package	 aims	 to	 go	beyond	 the	 state	 of	 the	 art	 to	 provide	 a	
range	of	solutions	that	fit	applications	with	different	requirements	in	terms	of	security	
and	 efficiency,	 while	 allowing	 secure	 and	 private	 data	 processing	 in	 untrusted	
environments.		
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